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Background & Motivation

✦What is Dataset Distillation?
❖ Dataset distillation compresses large datasets into compact 

synthetic subsets, significantly reducing training time and 
computation while maintaining model performance.

✦How to enhance the robustness of models?
❖ Adversarial robustness is a key research focus. A common way 

to improve it is adversarial training, but this method is costly and 
hard to apply in data-efficient settings like dataset distillation.

✦Existing challenges
❖ High retraining cost, making the process computationally 

expensive.

❖ Robustness–accuracy trade-off, where improving adversarial 
robustness often reduces clean accuracy.

✦Contributions
❖ We propose ROME, which applies the information bottleneck to 

dataset distillation and incorporates adversarial perturbations to 
create robust distilled datasets.

❖ We present two training terms: a performance-aligned term that 
preserves accuracy and a robustness-aligned term that enhances 
adversarial robustness.

❖ We introduce I-RR, a refined metric for dataset distillation 
robustness. Experiments on CIFAR-10 and CIFAR-100 show our 
method outperforms others in both white-box and black-box 
attacks.

❖ Most dataset distillation methods are efficient but vulnerable to 
adversarial attacks, limiting their reliability in safety-critical areas 
like face recognition, autonomous driving, and object detection.

Method

✦Overview of ROME

✦Formulating ROME via information bottleneck
ROME = I(𝒴; 𝒵) − βI(𝒳; 𝒵 |�̂�)

≥ 𝔼p(x, ̂x,y)p(z|x, ̂x,y) [log q(y |z) − β log
p(z |x)
q(z | ̂x) ]

✦Performance-aligned term
ℒPerf_Alig = 𝔼p(x, ̂x,y)p(z|x, ̂x,y) [log q(y |z)]

✦Robustness-aligned term

ℒTOTAL = (1 − α)ℒPerf_Alig + αℒRob_Alig

= 𝔼p(x, ̂x,y) 𝔼x∼𝒳 [e(x)] − 𝔼 ̂x∼�̂� [e( ̂x)]
2

= 𝔼p(x, ̂x,y) [ℂ𝔼 [yt, f(x)]]

✦Monte Carlo Approximation
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✦Training Objective Term

ℒRob_Alig = 𝔼p(x, ̂x,y)p(z|x, ̂x,y) [β log
p(z |x)
q(z | ̂x) ]

Results

✦Experimental Results

Figure 1: The framework of ROME.

Table 1: Robustness of models trained on distilled datasets under white-box attacks.

Table 2: Robustness of models trained on 
distilled datasets under black-box attacks.

Figure 2: Robustness heatmaps of models trained 
on distilled datasets against black-box attacks.
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