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ROME is Forged in Adversity: Robust Distilled Datasets via Information Bottleneck

Zhou, Zheng, and Feng, Wenquan and Zhang, Qiaosheng and Lyu, Shuchang and Zhao, Qi and Cheng,
Guangliang

International Conference on Machine Learning (ICML), 2025.

Adversarial Examples Are Closely Relevant to Neural Network Models - A Preliminary Experiment Explore
Zhou, Zheng and Liu, Ju and Han, Yanyang
Advances in Swarm Intelligence. International Conference on Swarm Intelligence, ICSI. Lecture Notes in

Computer Science, vol 13345. Springer, Cham., 2022.
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BEARD: Benchmarking the Adversarial Robustness for Dataset Distillation

Zhou, Zheng and Feng, Wenquan and Lyu, Shuchang and Cheng, Guangliang and Huang, Xiaowei and Zhao,
Qi

arXiv preprint arXi:2411.09265, 2024.

Submitted to top-tier AI conference - Under double-blind review

BACON: Bayesian Optimal Condensation Framework for Dataset Distillation

Zhou, Zheng and Zhao, Hongbo and Cheng, Guangliang and Li, Xiangtai and Lyu, Shuchang and Feng,
Wenquan and Zhao, Qi

arXiv preprint arXiv:2406.01112, 2024.

Submitted to top-tier AI conference - Under double-blind review

MVPatch: More Vivid Patch for Adversarial Camouflaged Attacks on Object Detectors in the Physical World
Zhou, Zheng and Zhao, Hongbo and Liu, Ju and Zhang, Qiaosheng and Geng, Liwei and Lyu, Shuchang and
Feng, Wenquan

arXiv preprint arXiw:2312.17431, 2023.

Submitted to EAAI - Under review
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